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INTRODUCTION 

Flow in a micro conduit has become very important in many 
emerging applications such as micro heat exchangers and 
Lab-on-a-chip. In order to successfully design such devices, 
understanding of flow physics in micro scale and their 
engineering modeling are crucial. 

Gas-liquid two-phase flows in mini and micro conduits often 
exhibit different behavior as compared to those in macro-sized 
conduits. One reason for this difference is the ratio of the 
gravitational effects to the surface tension, which can be 
represented by the Eötvös number (or the Bond number),  
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where g, ∆ρ, d and σ denote the gravitational acceleration, the 
density difference between two phases, the hydraulic diameter 
of conduit, and the surface tension. For instance, Brauner et al. 
[1] propose a criterion, Eo << (2π)2, for the surface tension to 
be dominant. 

As reviewed, e.g., by Kandlikar [2], extensive experimental 
studies have been reported on gas-liquid two-phase flow and 
boiling heat transfer in mini and micro conduits. The primary 
concerns are the pressure drop and heat transfer characteristics 
under given flow conditions. However, there seem to still exist 
considerable discrepancies between experimental data, 
especially in heat transfer characteristics, largely due to the 
extreme difficulty in experimental setup and measurement. 

Our final goal is to perform systematic simulation of boiling 
heat transfer in micro conduit in order to obtain comprehensive 
understanding of two-phase flow physics and heat transport 
mechanisms in micro conduits. As the first step, we investigate 

the essential mechanisms of isothermal two-phase slug flow and 
convective heat transfer without phase change. The global 
properties obtained in the simulation are compared with 
available experimental data and empirical correlations. The 
underlying mechanisms are discussed based on the computed 
flow characteristics. 

SIMULATION METHODS 

Governing equations 

We consider a gas-liquid two-phase flow in a cylindrical 
pipe. Each phase is treated as incompressible. The gas and 
liquid are immiscible and phase change does not take place. 
Under these conditions, the fluid velocity field, u , is given by 
the continuity equation, 
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and the momentum equation, 
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where ρ, µ, and D denote the density, the dynamic viscosity, 
and the stress tensor, respectively. The last term of Eq. (3) 
represents the surface tension force, with κ, δ, and n denoting 
the curvature, the Dirac delta function, and the unit normal 
vector of the interface, respectively. The gravitational force 
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Numerical simulation of an air and water two-phase flow in a micro tube is carried out. A special focus is laid upon the flow 

and heat transfer characteristics in slug flows. An axisymmetric two-dimensional flow is assumed. The governing equations are 
the same as those ordinarily used for flows in macro-sized tube, and are solved by using the finite difference method. The 
interface of gas and liquid is captured by the level set method. In each simulation, the mean pressure gradient and the wall heat 
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of gas and liquid phases are 0.0017-0.03 and 0.4-130, respectively. Regardless of the flow parameters, the gas-phase velocities 
are found approximately 1.2 times higher than the liquid-phase velocity. This is in accordance with the Armand correlation valid 
for two-phase flows in macro-sized tubes, but not with the experimental data of micro tubes. The computed wall temperature 
distribution is qualitatively similar to that observed experimentally in a mini channel. The local Nusselt number beneath the 
bubble is found notably higher than that of single-phase flow.  
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term is omitted because Eo is estimated on the order of 10-4 
under the conditions assumed in the present study. 

We also consider heat transfer. By assuming small 
temperature difference, the temperature is treated as a passive 
scalar. Thus, the governing equation for temperature, T, reads 
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where Cp and λ are the specific heat at constant pressure and the 
heat conductivity, respectively. 

Note that Eqs. (2)-(4) are satisfied in both gas and liquid 
phases. 

Interface tracking method 

In order to accurately capture the gas-liquid interface, we 
adopt the level set method [3]. The interface is captured 
implicitly as the zero level set of a smooth function, which is 
denoted as F; the gas-liquid interface is identified as F = 0. The 
level set function is negative in the gas (F < 0) and positive in 
the liquid (F > 0). The function of F is given by the following 
advection equation: 
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The physical properties of the fluid are calculated by 
interpolating those of the gas and liquid phases, according to 
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Here, φ denotes any physical property (ρ, µ, Cp, and λ) and its 
subscripts, L and G, denote the liquid and gas, respectively. The 
interpolation function Hε  is a smoothed Heaviside function 
defined as: 
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where ε is the width of interface smoothing. In the present 
simulation, ε is equal to the length of thress computational 
grids. 

The surface tension term in Eq. (3) is computed by using the 
continuum surface force model [4]. The Dirac delta function in 
the surface tension term is replaced by a smoothed Dirac delta 
function, δε, which is defined as 
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The curvature of the interface is calculated by 
 

,nκ = ∇ ⋅       (9) 
 

where the unit vector normal to the interface is computed from 
the level set function, i.e., 

 
/n F F= ∇ ∇ .     (10) 

Numerical procedure 

The governing equations are solved by the SMAC method 
[5]. An equally spaced staggared mesh system is adopted. The 
second-order accurate central difference scheme is used for the 
spatial discretization. The pressure Poisson equation is solved 
by using the SOR scheme. 

Integration of the level-set equation, Eq. (4), is done by the 
CIP scheme [6]. The level-set function F is designed as a 
distance function, which measures the distance from the bubble 
surface. However, this nature is not simply conserved by Eq. (4). 
Maintaining F as a distance function is essential for providing 
the correct interface force and the fixed interface thickness. 
Thus, the re-initialization procedure [3] is made at every 
computational time step. Moreover, in order to conserve the 
mass of bubble, a mass correction procedure is introduced 
when the error of mass exceeds the given criterion. The details 
of the CIP level-set method used here are found in [7]. 

The CIP scheme is also used here for the advection term of 
the energy equation of (4) in order to capture steep temperature 
gradients, which are expected near the gas-liquid interface. 

Flow and boundary conditions 

In the present study, only the bubble-train and slug flow 
regimes are considered. Thus, the flow is assumed 
axisymmetric, so a two-dimensional (r-z) computational 
domain is employed. The periodic boundary condition is 
applied at the both ends. The length of computational domain is 
set to L = 4R in most of the cases. No-slip condition is applied at 
the wall. 

For the temperature field, a uniform wall heat flux is 
assumed. A quasi-periodic boundary condition, 
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is applied on the both ends. Note that this formulation is 
ill-posed, because all the boundary conditions are of the 
Neumann type. The temperature field computed with this 
formulation (denoted as Tsim) contains an unknown temperature, 
Tu, in addition to the actual temperature, T, i.e., 
 

( , , ) ( , , ) ( ).sim uT r z t T r z t T t= +    (12) 
 
In order to obtain the actual temperature, the value of Tu should 
be computed from the global energy balance. In the present 
study, however, this procedure is omitted because only the 
temperature difference is of interest. 

ISOTHERMAL TWO-PHASE FLOW 

We assume water and air at 25 °C, 1 atm and the radius R of 
the cylindrical tube is fixed at 10 µm. The condition is similar to 
that in the experiment by Serizawa et al. [8]. The simulation is 
performed for different values of void fraction, α, and pressure 
gradient, –dP/dz. Each simulation is started with gas and liquid 
at rest. One bubble is initially placed in the computational 
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domain. The pressure gradient is kept constant and the 
simulation is continued until the flow becomes fully developed. 

Global quantities 

Figure 1 shows the computed superficial gas and liquid 
velocities, jG and jL, which are defined respectively as 
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where QG and QL are the volumetric flow rates of the gas and 
liquid and A is the cross-sectional area of the pipe. Ten cases 
were simulated with –dP/dz = 8.5×101−3.0×103 MPa/m and α = 
0.2−0.8. The resultant superficial Reynolds numbers of the gas 
and liquid phases studied are 0.2-10 and 14-435, respectively. 
The superficial Weber numbers of gas and liquid phases are 
0.0017-0.03 and 0.4-130, respectively. In all cases, the 
computed superficial velocities are in the range of slug flow 
regime in the experiment of Serizawa et al. [8]. 

The frictional pressure loss is compared with the 
Lockhart-Martinelli model [9]. Namely, the two-phase pressure 
gradient, (–dP/dz)TP, is evaluated through the two-phase 
multiplier, Φ, and the Lockhart-Martinelli parameter, X, 
defined respectively as  
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Here (–dP/dz)LO and (–dP/dz)GO represent the pressure 
gradients when the liquid and gas separately flow at their 
superficial velocities. 

The relation between Φ and X is usually given by the 
Chisholm correlation [10], which reads 
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where C is the Chisholm parameter, of which value ranges 
between 5 and 21; C =5 corresponds to a laminar flow and C = 
21 to a turbulent flow. More recently, Mishima and Hibiki [11] 
suggested a modified expression by correlating their 
experimental data of air-water flow in mini-tubes of 1 to 4 mm 
in inner diameter. The Chisholm parameter in Mishima-Hibiki 
model is diameter-dependent and can be expressed as 
 

[ ]21 1 exp( 0.319 ) ,C d= − −    (17) 
 
where the inner diameter, d, is given in millimeter. In the 
present case of d = 0.02, Eq. (17) gives C = 0.13. 

Figure 2 shows the relation between Φ and X in the present 
simulation. In contrast to the previous experimental studies 
with micro and mini tubes, the present data are in excellent 
agreement with the original Chisholm correlation with C = 5 
rather than Mishima-Hibiki model (C = 0.13) proposed for 
micro and mini tubes. 

Effects of pressure gradient 

Effects of different pressure gradient are studied in some 
detail. The void fraction is fixed at α = 0.2. As depicted in Fig. 
3a, the bubble is nearly spherical under a weak pressure 
gradient (–dP/dz = 85 MPa/m). Also shown in the figure are the 
streamlines relative to the bubble velocity. An anti-clockwise 
circulation is found inside the bubble. The circulation is strong 
in the region close to the wall, where the gas-liquid interface is 
driven backward due to the strong shear. A circulation can also 
be found in the liquid region, and it results in continuous 
refreshment of the liquid layer near the wall and enhances the 
momentum transfer to the wall. Namely, the pressure drop 
increases due to this circulation. A similar circulation pattern 
has been shown experimentally [12] and theoretically [13]. 
With the increase in pressure gradient, the bubble becomes 
longer as shown in Figs. 3b and 3c. In these cases, circulation is 
found also around the head of the bubble. It is clockwise and 
corresponds to the elongation of bubble.  

Figure 4 shows the mean gas phase velocity, UG, the mean 
liquid velocity, UL, and the mean two-phase velocity, UTP, 
computed under different pressure gradients. These velocities 
are defined respectively as 
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and 

 

 
Fig. 1: Superficial velocities of air-water flow in 20 µm ID 
tube. 

 
 

Fig. 2: Lockhart-Martinelli correlation. 
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(a) 

(b) 

(c) 

 
Fig. 3: Bubble shape and relative streamlines under different 
pressure at α = 0.2 in R = 10 µm tube. (a) –dP/dz = 85 
MPa/m; (b) 850 MPa/m; (c) 3200 MPa/m. 

 
 
Fig. 4: Gas phase velocity (UG) and two-phase velocity 
(UTP) under different pressure gradient (α = 0.2, R = 10 µm).

 
 
Fig. 5: Relation between void fraction, α, and volumetric 
flow ratio, β. 

 
(a) 

        
 
(b) 

 
Fig. 6: Bubble shape in slug flow regime. (a) Probable shape 
in previous experiments (dry wall); (b) Present simualation 
with α = 0.6, –dP/dz = 430 MPa/m (wet wall). 

.G L
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With the increase of pressure gradient, all of these velocities 
increase almost linearly. The ratio of UG to UTP is slightly 
higher for a larger pressure gradient. The reason for this is 
indicated by the change of bubble shapes as shown in Fig. 3. 
With the increase of pressure gradient, the bubble is elongated 
in the central region of pipe and less influenced by the no-slip 
wall. Thus, the velocity ratio is higher than that under a low 
pressure gradient. 

Effects of void fraction 

Figure 5 shows the computed relation between the void 
fraction α and the gas volumetric flow ratio β defined as 
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Multiple plots for α = 0.2 correspond to different pressure 
gradients and different sizes of computational box (discussed 
later). The relation between α and β is found nearly linear and 
well in accordance with the Armand correlation [14] proposed 
for conventional tubes, which reads 
 

1.2 .β α=      (21) 
 

The results are also compared with bubbly and slug flows in 
experiment of Serizawa et al. [8]. The experimental data, 
however, seem to be distributed around the line of β = α. 

The discrepancy between the present simulation results and 
the experimental data can be explained as follows, at least for 
the case of high void fraction. As is noted by Serizawa et al. [8], 
a dry zone may have been developed under the gas slug in their 
experiment. Therefore, the gas, liquid and two-phase velocities 
become all equal, as schematically shown in Fig. 6a. Hence, 
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α/β = UTP /UG = 1. In the present simulation, however, the wall 
is always wet as exemplified in Fig. 6b. The possible reason for 
this failure is the lack of special treatment for gas-liquid-solid 
interfaces. Due to the no-slip wall, the liquid film between the 
bubble and the wall has always a lower velocity than the gas 
velocity and this fact results in UTP smaller than UG (i.e., β > 
α).  Note that this argument also consistently explains the 
discrepancy in the two-phase multiplier shown in Fig. 2.  

TWO-PHASE FLOW HEAT TRANSFER 

In all cases, the physical properties of fluids are evaluated at 
T = 373 K.  

Figure 7 shows the temperature contours at α = 0.2 under 
different pressure gradients. Under the smaller pressure 
gradient (Fig. 7a), where the bubble shape is kept nearly 
spherical, the temperature contours inside the liquid slug align 
nearly parallel. Effects of convection due to the anticlockwise 
circulation shown in Fig. 3a are noticed around the front and 
rear ends of the bubble. The situation is basically similar under 
the larger pressure gradient (Fig. 7b), although the temperature 
in the central region is more homogenized due to the stronger 
circulation in the liquid slug. In both cases, the temperature in 
the bubble is closer to the wall temperature and more 
homogeneous due to the larger thermal diffusivity.  

Figure 8 shows the streamwise distribution of the wall and 
bulk mean temperatures in the corresponding cases. Here, the 
temperatures are made dimensionless by using the 
domain-averaged wall and bulk mean temperatures, <Tw> and 
<Tm>, as 
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and the dimensionless local bulk mean temperature is defined 
as 
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In both cases shown in Fig. 8, the wall temperature locally 
peaks at the position where the tip of the bubble just passes. 
This observation qualitatively agrees with the experiment by 
Monde and Mitsutake [15], who measured the wall temperature 
fluctuations at different streamwise positions in mini channels. 
Beneath the bubble, the bulk mean temperature is close to the 
wall temperature as explained above. The overall temperature 
change is milder in the case with a higher pressure gradient (Fig. 
8b). This is attributed to more active renewal of thermal layer 
due to the stronger circulation in the liquid slug. 

The local Nusselt number defined as 
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is also shown in Fig. 8. Because the wall heat flux is constant 
and the pipe wall is always wet in the present simulation, the 
local Nusselt number is simply proportional to the inverse of 
difference between the local wall and bulk mean temperatures. 
In the region of liquid slug, Nu takes values close to that of the 
single phase flow, i.e., Nu = 48/11. The slightly higher value 
than that (especially in Fig. 8b) is due to mixing enhancement 
by the circulation. In the region where the bubble exists, Nu 
rises up to 20−30 due to the small difference between Θw and 
Θm. Accordingly, the domain-averaged Nusselt number, <Nu>, 
becomes also high as compared to single-phase flows; <Nu> = 
9.56 and 10.67 for the cases of Figs. 8a and 8b, respectively. 

The discussions made above are limited to flows in a 
periodic computational box, of which length is L = 4R. In 
two-phase flows, however, there may exist different flow 
patterns under a given set of conditions. In fact, recent 
experiment by Amador et al. [16] shows that different 
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Fig. 7: Temperature contour at α = 0.2 in R = 10 µm tube. (a) 
–dP/dz = 85 MPa/m; (b) 850 MPa/m. (The contour values are 
normalized by a certain reference temperature.) 
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Fig. 8: Local wall and bulk-mean temperatures and local 
Nusselt number at α = 0.2. (a) –dP/dz = 85 MPa/m; (b) 850 
MPa/m. 
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diameters of nozzle used for gas inlet result in different bubble 
periods under the same superficial velocities. Therefore, effects 
of the computational box size are briefly discussed here. Figure 
9 shows the bubble shape and temperature contours computed 
under α = 0.2 and –dP/dz = 850 MPa/m (the same condition as 
Fig. 7b), but with different lengths of computational box, L = 
2R and L = 8R. The resultant superficial velocities of gas and 
liquid are nearly unchanged. The bubble is elongated as the 
computational box size increases. The temperature contours 
have qualitative differences. The domain-averaged Nusselt 
number in the case of L/R = 8 is <Nu> = 10.23, which is 
comparable to that with L/R = 4 reported above. For L/R = 2, 
however, <Nu> is 7.31. This indicates that the two-phase heat 
transfer is deteriorated when the period of bubbles becomes too 
short.  

CONCLUSIONS 

A series of numerical simulation are performed of air-water 
two-phase flows in a micro tube. The flow conditions are 
similar to those of the experiments by Serizawa et al. [8]. 
Unlike the experimental data, the global quantities computed in 
the present simulation are in good agreement with correlations 
proposed for macro-sized flow. It is argued that the difference 
of wall condition above the bubble, i.e., whether the wall is kept 
wet or dry, consistently explains this discrepancy. The local 
wall heat flux is very large beneath the bubble due to its small 
heat capacity and also enhanced in the liquid slug due to a 
circulating flow. The average Nusselt numbers are about 10 in 
the cases examined. 

It is also found that the length of the computational domain, 
i.e., the period of bubbles, considerably affects the flow pattern 
and heat transfer characteristics. This suggests that one must 
carefully design both numerical and experimental conditions in 
order to quantitatively compare them. The solution to this 
problem is left as a future work. 
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Fig. 9: Temperature contour at α = 0.2 and −dP/dz = 850 MPa/m in R = 10 µm tube. (a) With computational domain of L/R=2; 
(b) L/R=8. (The contour values are normalized by a certain reference temperature.) 
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